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Identification of large-scale hydraulic conductivity trends 
and the influence of trends on contaminant transport 

Jack Eggleston and Stuart Rojstaczer 
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Abstract. We examine the identification of large-scale spatial trends in hydraulic 
conductivity and the influence of these trends on contaminant transport. Using three 
different trend identification methods, polynomial regression and Kalman filtering, which 
fit smooth functions, and hydrofacies delineation, which constructs a geologic model, we 
try to identify the hydraulic conductivi _+ ty patterns controlling solute transport in a 
heavily sampled heterogeneous aquifer on Columbus Air Force Base, Mississippi. Even 
with >2400 hydraulic conductivity measurements, unambiguous determination of large- 
scale trends is not possible. None of the estimated hydraulic conductivity trends gives 
transport simulations that reproduce the observed non-Gaussian transport behavior. 
Hydrofacies delineation and Kalman filtering give the best results. While the influence of 
the identified large-scale trends on advective transport is significant, accurate prediction of 
contaminant transport requires knowledge of small-scale (<10 m) hydraulic conductivity 
structures. 

1. Introduction 

The spatial heterogeneity of hydrogeologic parameters, par- 
ticularly hydraulic conductivity, makes prediction of ground- 
water flow and contaminant transport difficult. Hydraulic con- 
ductivity, the primary hydrogeologic parameter controlling 
transport, is highly variable in most alluvial aquifers, varying at 
some sites by 6 orders of magnitude over a distance of <10 m. 
Before groundwater flow and contaminant transport can be 
modeled in detail a three-dimensional map of hydraulic con- 
ductivity and other key hydrologic parameters is needed. Ob- 
taining measurements of the subsurface is an involved, expen- 
sive process, and the limited resources of any groundwater 
investigation allow only an incomplete picture of the subsur- 
face. Investigators therefore must interpolate sparse spatial 
data to build models of groundwater systems. 

A common approach for modeling subsurface transport is to 
assume that hydraulic conductivity K variations on a large 
spatial scale control advective transport and hydraulic conduc- 
tivity variations on a small spatial scale control dispersive 
transport [Scheibe and Cole, 1994]. The exact definitions of 
"large-scale" and "small-scale" can vary depending on the den- 
sity of measured data and the amount of natural heterogeneity 
present. Although some studies assume that hydraulic conduc- 
tivity varies on two scales, large and small [Rajaram and 
McLaughlin, 1990; Brannan and Haselow, 1993], others assume 
that it varies on multiple scales [Dagan, 1986; Cushman, 1990, 
chap. 1) or on a continuous hierarchy of scales [Neuman, 1990]. 
In the terminology of geostatistics, hydraulic conductivity vari- 
ations that have a spatial scale large enough to be described in 
at least a roughly deterministic manner are known as a 
"trends" or "drift" and smaller-scale variations, which can only 
be described statistically because of the sparsity of data, are 
known as "residuals." 

It is generally assumed that large-scale hydraulic conductiv- 
ity trends control the bulk movement of groundwater and 
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associated contaminants. Attempts to predict bulk flow pat- 
terns and solute transport therefore require knowledge of hy- 
draulic conductivity trends. Because variations in flow velocity 
are the dominant mechanism for field-scale solute dispersion 
[Gtiven et al., 1984], hydraulic conductivity trends must also be 
identified before solute dispersion can be understood. The 
stochastic equations of Gelhar and Axness [1983] and Dagan 
(1982), which predict field-scale dispersion as functions of 
In (K) variance and In (K) correlation lengths, require a 
geostatistically homogeneous flow field and hydraulic conduc- 
tivity correlation scales that are small compared to the scale of 
transport. Before these stochastic equations can be applied to 
predict transport, nonstationary hydraulic conductivity pat- 
terns (trends) must be identified and removed. 

Separating fluctuations in hydraulic conductivity according 
to spatial scale is not a straightforward process. Variograms 
and related second-order statistics that express scale depen- 
dent variation are not able to indicate the form of large-scale 
trends and sometimes do not even indicate their presence 
[Russo and Jury, 1987a, b]. Although the presence of trends will 
generally increase the sill (variance) and correlation length of 
the variogram, the form of trends cannot be deduced from 
variograms. 

In this study we examine our ability to accurately describe 
large-scale spatial variations in hydraulic conductivity found in 
a heterogeneous alluvial aquifer. Perhaps more importantly, 
we examine the influence of the inferred large-scale trends on 
solute transport. The site we have chosen for this study is one 
of the most hydrogeologically characterized heterogeneous 
aquifers in the world; the alluvial sediment aquifer at Colum- 
bus Air Force Base, Mississippi [Boggs et al., 1990]. 

The first approach we use to determine spatial trends is that 
of traditional geostatistics, which treats hydraulic conductivity 
as a correlated random field and assumes that nonstationary 
variations or trends follow a continuous function, usually a 
linear function or low-order polynomial. The second approach 
is to assume that large-scale spatial variation of subsurface 
hydrologic variables is controlled by geologic architecture and 
to assign hydraulic conductivity according to position within 
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Figure 1. Location of wells (circles) and cores (triangles) on Columbus Air Force Base. Shading indicates 
vertically averaged In (K), where K is in cm s -•. Higher K is more lightly shaded. 

the assemblage of geologic units [Fogg, 1986; Webb and Ander- 
son, 1996; Scheibe and Freyberg, 1995]. We assess the relative 
worth of these two approaches by examining the relative ability 
of the inferred hydraulic conductivity to be used as a means of 
predicting solute transport at Columbus Air Force Base. 

Previous work at Columbus Air Force Base has examined 

the ability of stochastic theories to predict dispersive transport 
of tracers [Adams and Gelhat, 1992; Rehfeldt et al., 1992]. A 
major conclusion was that nonstationary patterns in the hy- 
draulic conductivity and hydraulic head fields violate the re- 
quirements of stochastic dispersion theories. Various methods 
were then used to filter out the large-scale hydraulic conduc- 
tivity trends so that the stochastic theories could be applied to 
the residuals or small-scale hydraulic conductivity variations. 
The results of these studies left questions about what defines a 
trend and how well a least squares method can determine a 
trend from available measured data. In contrast, this study 

focuses on methods of trend identification and investigates the 
relation between large-scale hydraulic conductivity trends and 
bulk contaminant transport at Columbus Air Force Base. 

2. Site Description 
The field data used in this study are from the aquifer test site 

at Columbus Air Force Base, Mississippi. Extensive flowmeter 
measurements of hydraulic conductivity and sediment core 
samples taken at the site have been published previously and 
are available for study [Boggs et el., 1990; RehfeMt et el., 1992]. 
Locations of test wells and sediment cores are shown in Figure 
1. The aquifer at the test site is a shallow (<15 m depth) sand 
and gravel braided stream Pleistocene deposit, probably asso- 
ciated with the nearby Tombigbee and Buttahachee Rivers. 
Several meters of silt and clay form the unsaturated zone 
overlying the sand and gravel aquifer. The Eutaw formation, a 
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Figure 2. Piezometric levels (m mean sea level (msl)) on October 11, 1989, interpreted from monitoring 
wells (circles): (a) wells screened above 58 m MSL and (b) wells screened below 58 m. 

silt and fine sand Cretaceous marine deposit [Mallory, 1993], 
underlies the sand and gravel unit and is assumed to act as a 
relatively impermeable basement unit. 

Mean In (K) calculated from 2451 flowmeter measurements 
is -5.4, with K in cm s -•. The aquifer is heterogeneous, ex- 
hibiting textural variations from the centimeter to the 100 m 
scale. The In (K) variance of 4.4 is high as compared to a value 
of 0.38 for the Borden aquifer [Sudicky, 1986] and 0.24 for the 
Cape Cod aquifer [Hess et al., 1992]. The degree of data den- 
sity can be gauged from the number of measurements per 
integral volume, ---2, which is low compared to the 30 mea- 
surements per integral volume at the much less heterogeneous 
Cape Cod site [Eggleston et al., 1996]. Several natural gradient 
tracer tests have been performed at the Columbus Air Force 
Base site. We use the results of a bromide test performed 
between October 1986 and June 1988 [Adams and Gelhar, 
1992] as a basis for transport simulations. 

Experimental evidence indicates the presence of large-scale 
trends in hydraulic conductivity at the Columbus Air Force 
Base site. The piezometric levels in Figure 2 show flow con- 
verging to the center of the well field, most likely because of a 
region of higher hydraulic conductivity in the central field. A 

further indication of a region of high hydraulic conductivity is 
that spacing between head contours is greater in the central 
region than in the southern region of the well field. The be- 
havior of the injected bromide plume also gives evidence of a 
nonstationary hydraulic conductivity field. During the tracer 
experiment a 10.07 m 3 slug of solute with a bromide concen- 
tration of 2500 mg L -• was injected into the aquifer and 
allowed to migrate under natural gradient conditions. At 
elapsed times of 9, 49, 126, 202, 279, 370, and 503 days, ground- 
water samples were drawn from an extensive network of mul- 
tilevel wells and analyzed. The behavior of the plume indicates 
a heterogeneous, nonstationary flow field. In Figure 3 it can be 
seen that after 503 days the peak concentration of bromide has 
moved <10 m whereas dilute bromide concentrations reached 

the sampling well farthest downgradient, 170 m from the in- 
jection well. 

Direct evidence of both vertical and horizontal large-scale 
hydraulic conductivity trends is given by flowmeter measure- 
ments of hydraulic conductivity. Figure 4 shows hydraulic con- 
ductivity along a vertical section aligned with the principal 
direction of groundwater flow. A region of higher In (K) can 
be seen between 75 and 200 m N-S, above an elevation of---57 
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Figure 3. Observed depth-maximum bromide concentra- 
tions at 503 days of transport. Darker shading indicates higher 
observed concentration. Note the non-Gaussian plume behavior. 

m. This region is shown in the plan view as the lightly shaded 
area of Figure 1. 

Vertical trends in hydraulic conductivity are also suggested 
by changing sediment texture with depth. The locations of the 
six cores considered here are shown in Figure 2. Grain size 
analyses were performed on segments of each core at ---1.5 m 
vertical intervals [Boggs et al., 1990]. The 10% grain size (dlo), 
often assumed to be proportional to the square root of hydrau- 
lic conductivity, is shown as a function of elevation in Figure 5. 
A decrease in the d 1 o grain size is seen below an elevation of 
57 m mean sea level (msl), indicating that hydraulic conduc- 
tivity most likely also decreases below this elevation. Using the 
proportionality between d•2o and hydraulic conductivity, a ratio 
between average hydraulic conductivity above and below 57 m 
MSL is predicted to be 25.0. 

K= d2•o (1) 

(d10upper) 2 (0.6) 2 
Kupper/Kløwer = (dlo, .... )2 = (0.12)2 = 25 (2) 

3. Trend Estimation Methods 

Because the true hydraulic conductivity field is unknown, 
except for scattered local measurements, large-scale trend val- 
ues must be estimated. In the hydrologic literature, there is no 
consensus on the best approach for identifying large-scale 
trends. This uncertainty is due perhaps to wide variability in 
aquifer conditions and the lack of extensive field data for 
evaluating different methods. More likely, the uncertainty is 

due to the inherent difficulty of defining the difference be- 
tween small-scale and large-scale spatial variations. 

We used three different methods to estimate the large-scale 
hydraulic conductivity trend at Columbus Air Force Base and 
evaluated the methods by comparing transport modeling re- 
sults to field tracer tests. The three methods we used to esti- 

mate the large-scale trends are (1) polynomial regression, (2) 
distributed parameter Kalman filtering, and (3) hydrofacies 
delineation. All three methods use hydraulic conductivity mea- 
surements taken with the. downhole flowmeter as the basis of 

estimation. Hydrofacies delineation also incorporates sedi- 
ment core information. All trend estimation is performed in 
In (K) space. The inverse natural log of the estimated trend 
values are then taken to transform back to K space for trend 
comparison and transport simulation. Each method is dis- 
cussed separately below. 

3.1. Polynomial Regression 

A spatial trend can be estimated by fitting a polynomial 
regression model to the data. The order of the polynomial and 
the number of terms must be specified on the basis of the 
available knowledge of the variable. Because higher-order 
trends have more parameters, allowing more inflections and 
variations in the polynomial trend field, higher-order polyno- 
mials generally account for more of the observed variance. As 
the trend order increases, smaller-scale variations are captured 
by the polynomial, so subjective judgment must be used to 
decide what trend form is most appropriate. The problem of 
choosing a polynomial form for the trend model is often dif- 
ficult to resolve. In general, it is not possible to determine the 
actual trend from experimental variograms. One must instead 
make a judgment based on supplementary data or knowledge 
of the phenomenon. Previous studies have analyzed flowmeter 
data from the Columbus Air Force Base site and arrived at 

different conclusions about what polynomial form is best. Re- 
hfeldt et al. [1989] analyzed 1242 of the flowmeter K measure- 
ments and, after fitting polynomials from order 1 to 3, decided 
that a second-order trend best fit the data. The third-order 

trend was rejected because it was found to be incompatible 
with tracer data. Young et al. [1990] analyzed 881 K values and, 
after examining polynomial expressions from orders 1 to 6, 
concluded that the best polynomial form for describing the 
trend could not be determined and that polynomial expres- 
sions were not well suited for describing the hydraulic conduc- 
tivity patterns at Columbus Air Force Base. Rehfeldt et al. 
[1992] analyzed 2187 of the flowmeter measurements and, 
primarily on the basis of tracer data, decided that a third-order 
polynomial could best describe trend behavior. 

We use the same third-order polynomial form as Rehfeldt et 
al. [1992]: 

N 

In (R)= • ajFj(xi) (3) 
ß 

j=l 

In (R) = ao + alX + a2Y + a3g + a4XX + asXY + a6XZ 

+ a 7YY + a 8YZ + a 9ZZ + a l oXXX + a llXXY 

+ al2XXZ + al3XYY + al4XYZ + alsXZZ 

+ a 16YYY + a •7YYZ + a 18YZZ + a 19ZZZ (4) 

where In (/Q is the estimated trend component of the natural 
logarithm of hydraulic conductivity, xi are data coordinate 
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Figure 4. Measured hydraulic conductivity along vertical section PQ, the mean direction of flow. Each 
vertical black bar represents one flowmeter well. Wider bars indicate higher hydraulic conductivity (cm s-•), 
and the lowest elevation of each stack is where flowmeter testing was discontinued. The shaded area indicates 
the coarser sediment region from the hydrofacies delineation procedure. 

locations (i = 1, 2, and 3), Fj(xi) are functions of coordinate th(x) = Km(X) Z (6) 

values, and a i are the regression coefficients. Ordinary least •(x) = gl(x)Z (7) squares (eLS) regression is performed to determine the re- 
gression coefficients. Russo and Jury [1987a] found that eLS where Z are the observed data, rh(x) and •(x) are the esti- 
was as accurate as more complicated regression methods in 
determining a trend. Following Boggs et al. [1990], weights 
given by (5) are used in the regression to account for expected 6 5 
measurement error. 

W(x) = X__x 0'25 (S) 2 
Because we use a slightly larger set of flowmeter measure- • 
ments, 2451 versus 2187, and use eLS rather than multiple 60 

linear regression, our regression coefficient values (a i) are • 
different than those obtained by Rehfeldt et al. [1992]. One • 
disfidvantage of the polynomial trend modeling is that there is •-, 

no direct way to control the spatial scale of the variations • d10 I captured by the polynomial; the scale depends on the form of ß 5 5 
the polynomial, data locations, and data values. • 
3.2. Kalman Filtering • 

A distributed parameter Kalman filter can also be used to 
estimate a large-scale trend in irregularly spaced spatial data. 50 
Rajaram and McLaughlin [1990] present 'such a method and 
demonstrate it using a subset of two-dimensional hydraulic 
conductivity data from the Columbus Air Force Base site. The 
method assumes that spatial variability occurs on two scales: a 
hrge scale (the trend) and a small scale (random deviations). 
Large- and small-scale signals are captured with linear filters 

0.0 0.1 0.2 0.3 0.4 0.5 

d•0 Grain Size (mm) 

Figure 5. The d•o grain size (millimeters) with depth. The 
average of the six cores is given in Figure 1. The average value 
at 57 m excludes an outlier d •o value of 5.0 mm. 
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mated large- and small-scale signal values, and gm(x ) and 
Kl(X ) are weights for the large- and small-scale signals at 
locationx. A spatial covariance model must be assumed for the 
large-scale signal and for the small-scale signal, and it is further 
assumed that the two signals are independent, with a zero cross 
covariance at all lags. The linear filter weights are calculated 
using the covariance models 

gm(x) Pzz : Pmm( x -- Xj) (8) 

g,(x) Pzz = P,,(x - xj) (9) 

where P zz is an N x N covariance matrix for the measured 
data with N equal to the number of measurements, Pmm and 
Pll are 1 x N covariance vectors fc• the large- and small-scale 
signals at location x, x i, and x i are measurement locations, and 
i andj are values from 1 to N. More details on the method are 
given by Rajaram and McLaughlin [1990]. 

A major drawback of distributed parameter Kalman filtering 
is that the covariance form, variances, and correlation lengths 
must all be assumed for both large- and small-scale signals. 
The choice of covariance parameters strongly affects the re- 
sulting estimated fields and consequently affects any transport 
modeling based on the estimated fields [Rajaram and 
McLaughlin, 1990]. Complicating this is the problem of having 
no straightforward way to a priori determine the covariance 
parameters because observations are a combination of the 
large- and small-scale signals. 

We follow the common practice in stochastic hydrology of 
using a negative exponential function to model In (K) covari- 
ance 

P(h) = o-• exp [-(h'2• •/21 
where P(h) is the covariance for separation distance h, o-• is 
the variance, h i is the separation vector, and X i is the correla- 
tion length vector (with i -- 1, 2, and 3). Looking to the scale 
of patterns in Figures 1-4, we assume a horizontal correlation 
length o.f 150 m for the large-scale trend. We assume a hori- 
zontal correlation length of 1.5 m for the small-scale signal. For 
both large- and small-scale covariance models we assume the 
vertical correlation length to be 12.5% of the horizontal cor- 
relation length, and we attribute half of the total measured 
variance (50% of 4.4 = 2.2) to each signal. In distinguishing 
between covariance parameters for the large- and small-scale 
signals we had little objective information to guide us and 
settled on the above parameters because the resulting esti- 
mated field captured the large-scale trends reasonably well on 
the basis of visual comparison to the measured field. If differ- 
ent covariance parameters were assumed, the hydraulic con- 
ductivity field estimated by the Kalman filter would change, 
and the transport results based on the estimated hydraulic 
conductivity values would also change. 

3.3. Hydrofacies Delineation 

An alternate approach to estimating large-scale spatial 
trends for hydrologic variables is to estimate the geologic ar- 
chitecture of the depositional units making up the aquifer and 
then to assign hydrologic parameter values according to dep- 
ositional unit. This approach is commonly used in the descrip- 
tion of petroleum reservoirs [Weber, 1986] and has seen in- 
creasing attention in hydrology (see Koltermann and Gorelick 
[1996] for a review). A usual assumption of the approach is 

that sediment facies type controls hydrologic parameter values. 
Within each geologic unit, there may be local heterogeneity or 
small-scale variations, but the primary variation in hydraulic 
parameters is generally assumed to exist across geologic units. 

We apply a simple two-component form of this geologic 
architecture approach to estimate large-scale hydraulic con- 
ductivity trends at the Columbus Air Force Base site. On the 
basis of the hydrologic and sedimentary evidence presented in 
the previous section we separate one region of predominantly 
coarse sediments from a surrounding region of predominantly 
fine sediments. The region of predominantly high K sediments 
in the middle of the test site possibly corresponds to an aban- 
doned river meander subsequently filled with sands and grav- 
els. Previous investigators have attempted to delineate bound- 
aries of the supposed river channel at Columbus Air Force 
Base. Young et al. [1990] divide the aquifer into regions, with 
an elevation of 58.5 m marking a boundary between the bottom 
of the river meander and the top of the braided stream depos- 
its. Rehfeldt et al. [1992] place this same boundary at an eleva- 
tion of 57.5 m on the basis of vertical grain size trends seen in 
sediment cores. 

Flowmeter hydraulic conductivity measurements from the 
60 wells and particle size analyses from the six sediment cores 
(Figure 1) are used to define the boundaries of the high hy- 
draulic conductivity region. The sediment cores show finer 
sediment texture with increasing depth (Figure 5), suggesting 
separate hydrofacies in the upper and lower aquifer. A moving 
average of flowmeter In (K) is taken for each well using a 2 m 
vertical averaging window. A cutoff level of In (K) = - 5.1 is 
used to divide the vertically averaged measurements between 
high and low K regions in each well. Averaged In (K) values 
>-5.1 are considered to be located in a sandy gravel unit with 
higher hydraulic conductivity, while averaged In (K) values 
<-5.1 are considered to be located in a clayey sand unit 
having lower hydraulic conductivity. At each well having aver- 
aged In (K) values above -5.1 a single elevation correspond- 
ing to In (K) = -5.1 is sufficient to divide high In (K) 
measurements from low In (K) measurements. 

After positioning the sediment unit boundaries we assume 
that hydraulic conductivity is constant within each hydrofacies 
and equal to the mean of the flowmeter measurements. The 
high data density at the Columbus Air Force Base site could 
allow more detailed modeling of geologic architecture than the 
two-zone model that we apply. For example, in a study using 
inverse modeling to examine major heterogeneities at Colum- 
bus Air Force Base, Hill et al. [1996] used multiple hydrofacies 
zones to assign hydraulic conductivity values. It is also possible 
to define separate covariances for each sediment unit, partic- 
ularly for the regions with high flowmeter well density. How- 
ever, as the complexity of the geologic model increases, a lack 
of sufficient data makes decisions about the positions of geo- 
logic units and spatial variation within the units increasingly 
arbitrary and subjective. Because we are interested in the larg- 
est-scale variations, we take a conservative approach in creat- 
ing the hydrofacies model and only use two hydrofacies. 

4. Results of Hydraulic Conductivity 
Trend Identification 

Each of the trend estimation methods, polynomial regres- 
sion, Kalman filtering, and hydrofacies delineation, produces a 
three-dimensional field of hydraulic conductivity values. For 
comparison to the estimated trend fields we also consider a 
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Figure 6. Hydraulic conductivity values, vertical section PQ: (a) polynomial regression trend, (b) Kalman 
filter trend, (c) hydrofacies trend, and (d) Kriged values. Lighter shading indicates higher hydraulic conductivity. 

field of hydraulic conductivity values produced by ordinary 
kriging, which accounts for more small-scale hydraulic conduc- 
tivity variation than any of the trend estimation methods. Ver- 
tical sections showing hydraulic conductivity trend values along 
the direction of flow are given in Figures 6a-6d. Horizontal 
sections approximately through the middle of the bromide 
plume region showing hydraulic conductivity trend values are 
given in Figures 7a-7d. All three trend estimation methods 
produce trend fields that show hydraulic conductivity increas- 
ing with elevation and increasing from west to east. Experi- 
mental variograms for the trend In (K) values are shown in 
Figures 8a-8b. The experimental variograms for all three 
trend fields show lower sills and longer correlation than the 
measured In (K) values, as is expected (Table 1). The esti- 
mated hydraulic conductivity trends are discussed separately 
for each method below. 

4.1. Polynomial Regression 

Polynomial regression produces an estimated hydraulic con- 
ductivity trend field with less small-scale variation than either 
Kalman filtering or hydrofacies delineation (Figures 6 and 7). 

However, the large-scale trends in the polynomial field are 
strong and cause the polynomial trend field to have the largest 
variance and longest spatial correlation length of the three 
methods. The trend In (K) variance of 3.1 indicates that the 
regressed polynomial accounts for ---70% of the measured 
In (K) variance. 

4.2. Kalman Filtering 

Kalman filtering produces a trend field with more local vari- 
ation than the fields produced by polynomial regression or 
hydrofacies delineation, Figures 6 and 7. However, the large- 
scale trends are weaker and the Kalman filtering field has the 
lowest In (K) variance at 1.7, only 40% of measured In (K) 
variance. The horizontal correlation length for the estimated 
field is 108 m, shorter than the 150 m assumed as an input to 
the method. The scale of hydraulic conductivity variation in the 
Kalman filtering estimated field is strongly controlled by the 
assumed input values for correlation lengths and In (K) vari- 
ance. By altering these assumed values, estimated fields with a 
wide array 'of spatial correlation characteristics could be pro- 
duced. 
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4.3. Hydrofacies Delineation 

The geologic architecture method inherently produces a hy- 
draulic conductivity field with sharp discontinuities at contacts 
of hydrofacies. The ratio of average hydraulic conductivity, 
based on the flowmeter tests, between the two sediment re- 
gions is 24.0 (equation (11)), which is quite close to the ratio of 
25 predicted from (2) using average grain size values. 

KHigh/KLow = 4.2 X 10-2/1.75 X 10 -3 = 24.0 (11) 

The local variability that is excluded by the trend estimation 
methods can be seen in the kriged field (Figures 6 and 7). If it 
were possible to show a complete map of the true hydraulic 
conductivity field, even more local variability would be seen, 
judging from the observation that In (K) variance of the kriged 
field is only 60% of the measured variance. 

5. Modeling of Solute Transport 
The estimated hydraulic conductivity trends are used as in- 

put to a groundwater model to examine how they affect 
groundwater flow and contaminant transport. Assuming that 
hydraulic conductivity trends control bulk groundwater flow, if 

a simulated plume has advective behavior similar to observed 
plume movement, it suggests that large-scale hydraulic conduc- 
tivity patterns have been effectively captured by the trend 
estimation method. 

Mean plume displacement is calculated from (12) and (13). 
Because the Y coordinate axis is aligned with the average 
groundwater flow direction, only the Y coordinates are in- 
cluded in longitudinal spatial moments calculations. Expres- 
sions for spatial moments, (12)-(14) are from Freyberg [1986]. 

mi,j,k•-ll•••;ocC(x,Y,Z)x•Jzkdxdydz (12) 

Mean longitudinal displacement 

• = Mo, i,o/Mo,o,o (13) 

Longitudinal variance 

%2 = Mo,2,o/Mo,o,o- (y)2 (14) 

Dispersive behavior is assessed from temporal changes in sec- 
ond spatial moments of bromide concentrations. Equation (14) 



EGGLESTON AND ROJSTACZER: HYDRAULIC CONDUCTIVITY TRENDS 2163 

5 

Vertical 

l Observed 
© Polynomial 
ß Kalman Filter 
A Sediment Zone 
X Kriged 

• 0 

7 b 0 

Horizontal 

ß Observed 

Polynomial Kalman Filter 

XA Sediment Zone Kriged 

ß ßß ß ß 

I I ß 
ß ß 

i I II I ß 
X Xßll x X 

III X 

X A ß ..-'''''''' 
.... eee-oeeeee'•eeeeee 

20 40 60 80 100 120 140 

Lag (m) Lag (m) 

Figure 8. Experimental variograms: (a) vertical variograms, same well pairs only, and (b) horizontal vario- 
grams, horizontal isotropy assumed. Observed hydraulic conductivity (flowmeter measurements) variogram 
values indicated by squares. For each trend method, variograms are calculated from hydraulic conductivity 
trend values. Polynomial regression is shown with circles; Kalman filtering is shown with diamonds; hydro- 
facies delineation is shown with triangles; and Kriged is shown with asterisks. 

is used to calculate the variance, or second-central moment, of 
simulated and observed bromide concentrations in the longi- 
tudinal direction. 

Because small-scale hydraulic conductivity variations are not 
included in the simulations, it is not expected that simulated 
plumes should disperse as much as the real plume. An equa- 
tion for field-scale dispersion of a solute plume, which makes 
the common assumption that dispersion is caused primarily by 
variations in flow velocity, is given by Freyberg [1986]. 

The spatial moments of the bromide plume injected at Co- 
lumbus Air Force Base were recreated relatively well byAdams 
and Gelhar [1992] by taking spatial moments of the advection- 
dispersion equation and preassigning dispersion coefficients 
and flow velocities that increase linearly in the direction of 
flow. Despite the good recreation of spatial moments their 
assumption of an a priori fixed flow field make their model 
inappropriate for analyzing the effect of hydraulic conductivity 
on bulk transport behavior, which is the primary concern of 
this study. 

In setting up our groundwater model we only include con- 
ditions that would have a strong effect on advective transport 
behavior. The hydrologic assumptions of the transport model 
are steady state heads over the duration of the simulation, 
constant average recharge of 29.2 cm yr -• (obtained by flow 
model calibration to match observed heads), uniform porosity 
of 0.35 (following Adams and Gelhar [1992]), and constant 
head boundaries to the north and south and no-flow bound- 

aries to the east and west. The marine sand below the aquifer 
is assumed to form a no-flow boundary. Partitioning of bro- 
mide to solid surfaces and immobile zones is assumed to be 

instantaneous and linear and a retardation factor of 1.48 is 

used following Harvey [1996, chap. IV]. No dispersion or dif- 
fusion coefficients are included. The model domain is 96 by 
260 by 10.5 m (X, Y, and Z) with a total of 109,200 nodes, each 
measuring 4 x 4 x 0.15 m. The 4 m horizontal grid spacing is 
the largest that can be used while still allowing only one flow- 
meter well per grid cell. The usual advection equation was 
solved for head values and flow terms using the program 
MODFLOW [McDonald and Harbaugh, 1988], then particle 
tracking, implemented with MT3D [Zheng, 1992], was used to 
simulate the bromide transport. Initial concentrations are as- 
signed at the injection well locations to approximate field in- 
jection of the bromide solution. 

The transport simulations do not attempt to recreate tran- 
sient behavior of the groundwater system observed at Colum- 
bus Air Force Base. The saturated thickness of the surficial 

aquifer varies seasonally by as much as 40%, and the gradient 
direction shifts in the horizontal plane seasonally by as much as 
40 ø [Boggs et al., 1990]. Because the observational data have 
insufficient spatial and temporal resolution to allow detailed 
description of these transient behaviors over the domainof the 
plume, we do not attempt to include them in our transport 

Table 1. Estimated Hydraulic Conductivity Trend 
Characteristics 

Correlation 

Lengths, m 
Mean In (K) 
In (K) Variance Xv •h 

Polynomial regression -4.7 3.1 4.6 > 120 
Kalman filtering -5.4 1.7 >6.0 108 
Hydrofacies delineation -5.5 2.0 >6.0 108 
Observed In (K) -5.42 4.4 1.4 12.5 
Kriging -5.3 2.6 >6.0 12.0 
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Table 2. Flow Model Head Analysis 

Maximum 

Mean Error, Absolute Error 
Model Run m Error, m Variance 

Case 1: Elevated Water Table Sampled March 4, 1987 (n = 15) 
Polynomial - 1.49 1.67 0.003 
Kalman filter - 1.83 1.90 0.005 

Hydrofades - 1.58 1.67 0.001 
Kriging - 1.55 1.66 0.001 

Case 2: "Normal" Water Table Sampled April 22, 1987 (n = 14) 
Polynomial 0.31 0.69 0.028 
Kalman filter 0.65 0.84 0.013 

Hydrofacies 0.56 0.82 0.014 
Kriging 0.59 0.83 0.014 

model. In addition, the bromide concentrations measured via 
multiport samplers showed variable mass recoveries that ini- 
tially totaled 300% of the injected tracer mass and then de- 
creased to •--50% [Adams and Gelhat, 1992]. Harvey [1996] 
explained this observed behavior as an increased partitioning 
of bromide into the immobile flow domain. Our simulations 

are performed using mass conservative formulations and do 
not attempt to recreate the fluctuations in measured contam- 
inant mass. 

The actual plume showed strong non-Gaussian behavior as 
can be seen in Figure 3. The maximum observed bromide 
concentration and the center of bromide mass did not travel 

far from the injection point, only -7 and 45 m, respectively, in 
503 days, whereas the leading edge of the plume traveled at 
least 125 m to the farthest monitoring well sampled. Instead of 
moving as a unit, the plume was patchy, and upper portions of 
the plume moved into an area of higher hydraulic conductivity 
and traveled far ahead of the rest of the plume [Adams and 
Gelhar, 1992]. 

6. Modeling Results 
An error analysis was performed that compared steady state 

modeled heads to measured heads from two sampling events, 
one performed on March 4, 1987, when the water table was 
near its highest level, and one performed on April 22, 1987, 
when the water table was approximately midway between its 
highest and lowest levels. The error analysis results are shown 
in Table 2. 

Although mean error is large when calculated using the high 
water level measurements, the error variance is small for all 
simulated heads. While the largest mean errors indicate that 
the saturated thickness of the simulated aquifer differs by as 
much as 18% from the true saturated thickness, the low error 
variance indicates that local patterns of head variation are 
reproduced relatively well by the steady state flow model. 

As can be seen in Figure 9, the simulated plumes moving in 
the trend fields are more compact than the actual bromide 
plume and do not show the main features of the observed 
plume: high concentrations maintained close to the injection 
well and a dilute front stretching far ahead of the peak con- 
centrations. The one partial exception to this is the simulated 
plume moving in the Kalman filter field, which does maintain 
high concentrations near the injection well. The simulated 
plume moving in the kriged hydraulic conductivity field, which 
includes small-scale hydraulic conductivity variations, has small 
amounts of bromide moving ahead of the peak simulated con- 
centrations but to a much lesser extent than the actual plume. 

The observed plume had greater mean horizontal displace- 
ment than the simulated trend plumes with the exception of 
the polynomial trend plume (Figure 10). The higher mean 
displacement values for the observed plume are caused pri- 
marily by the long dilute bromide front. Error in mean hori- 
zontal displacement for the simulated trend plumes ranges 
from - 73% to + 25%. Of the three simulated trend plumes the 
sediment zone trend plume most closely matches mean longi- 
tudinal displacement of the actual plume. The kriged field 
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Figure 9. Simulated bromide concentrations (mg L -•) after 503 days of transport, depth-maximum con- 
centrations: (a) observed concentrations, (b) polynomial trend field simulated plume, (c) Kalman filter trend 
simulated plume, (d) hydrofacies trend simulated plume and (e) kriged field simulated plume. Darker shading 
indicates higher simulated concentration. Asterisks indicate location of injection wells. 
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polynomial regression is shown by circles; Kalman filtering is shown by diamonds; hydrofacies delineation is 
shown by triangles; and kriging is shown by asterisks. Observed values are from Adams and Gelhar [1992, 
Table 1]. 

plume also moves more slowly than the actual plume, showing 
advective behavior that is similar to the sediment zone trend 

plume. 
All of the simulated plumes, like the actual plume, have 

mean upward displacement (Figure 11). The sediment zone 

trend plume again comes the closest of the three simulated 
plumes to matching the advection of the actual plume. 

As expected, the simulated plumes, including the plume 
traveling in the kriged hydraulic conductivity field, all exhibit 
much less dispersion than the actual plume. If small-scale hy- 
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Figure 11. Elevation of the center of bromide mass: Observed is shown by squares; polynomial regression 
is shown by circles; Kalman filtering is shown by diamonds; hydrofacies delineation is shown by triangles; and 
Kriging is shown by asterisks. Observed values are from Adams and Gelhar [1992, Table 1]. 
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Figure 12. Longitudinal variance of bromide plume. The slope of each plot is twice the dispersion coeffi- 
cient. Observed is shown by squares; polynomial regression is shown by circles; Kalman filtering is shown by 
diamonds; hydrofacies delineation is shown by triangles; and Kriging is shown by asterisks. Observed values 
are from Adams and Gelhar [1992, Table 1]. 

draulic conductivity variations, artificial dispersion, or non- 
equilibrium partitioning were included in the model, then dis- 
persion in the simulated plumes would be greater. The plots of 
longitudinal variance with time, whose slopes are twice the 
dispersion coefficient (equation (15)) show dispersion of the 
simulated plumes (Figure 12). The little dispersion that is seen 
in the simulated plumes (-2% of observed dispersion) is 
caused primarily by hydraulic conductivity variability in the 
large-scale trend fields. The hydrofacies zone field causes more 
dispersion than the other two trend fields, despite having a 
In (K) variance that is lower. 

Some plume spreading is introduced by the numerical im- 
plementation of the transport model. To test for numerical 
dispersion, we performed one simulation in a homogeneous 
hydraulic conductivity field. It indicated that plume spreading 
in the hydrofacies zone and kriged hydraulic conductivity fields 
had a small contribution (-10%) from numerical dispersion 
but that the lesser plume spreading in the polynomial and 
Kalman filter trend fields had a significant component of nu- 
merical dispersion, 23% and 73%, respectively. In addition to 
the numerical dispersion, there is numerical dilution caused by 
spatial averaging of concentrations within grid cells. The intro- 
duction of the numerical dispersion and dilution does not 
change the overall conclusion that large-scale hydraulic con- 
ductivity variability present in the trend fields causes only a 
very small fraction of the total observed dispersion. 

7. Discussion 

There are significant differences between the hydraulic con- 
ductivity fields estimated by the three detrending methods, 
both in spatial variability and effect on transport. These dif- 
ferences underscore the difficulty of identifying hydraulic con- 

ductivity trends in heterogeneous aquifers. Even with nearly 
2500 hydraulic conductivity measurements, it is not possible to 
unambiguously identify large-scale signals controlling advec- 
tive transport at the Columbus Air Force Base site. 

The difficulty in trend identification complicates the use of 
stochastic equations designed to predict macrodispersion [e.g., 
Gelhar and Axness, 1983] because such equations require a 
stationary hydraulic conductivity field. If it is not possible to 
identify and remove major trends, even when an extraordinar- 
ily large quantity of subsurface data are available, then the 
assumptions of these equations cannot be met. The results 
further indicate that even after removing large-scale trends 
using common methods, hydraulic conductivity variability re- 
mains that can produce a nonstationary velocity field. Small- 
scale hydraulic conductivity variations that fly under the radar 
of trend identification methods appear to have significant con- 
trol over the nonstationary advective plume behavior. 

Treating the hydraulic conductivity trend field as an ideal- 
ized assemblage of two discrete hydrofacies provided a simple 
means of identifying major hydraulic conductivity patterns. 
Although the simulated plume moving in the Kalman-filtered 
field best maintained high concentrations near the injection 
well, the simulated plume moving in the hydrofacies trend field 
most closely followed the mean vertical and mean horizontal 
displacement seen in the actual bromide plume. Despite hav- 
ing more involved methodologies, polynomial regression and 
Kalman filtering do not lead to more accurate simulations of 
advective transport. This is important to consider when inves- 
tigating alluvial aquifers, such as the one at Columbus Air 
Force Base, where sediment cores and flowmeter measure- 
ments show sharp discontinuities in sediment type that may 
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significantly affect advective transport and that cannot be cap- 
tured by polynomial regression or Kalman filtering. 

The transport simulations do not accurately recreate the 
non-Gaussian advection of the observed bromide plume. The 
difference between simulated and actual advective bromide 

transport is potentially attributable to several factors: (1) fail- 
ure of the trend estimation methods to capture large-scale 
trends present in the aquifer, (2) incorrect assignment of pa- 
rameters model other than hydraulic conductivity in the trans- 
port, or (3) local-scale hydraulic conductivity variations exert- 
ing significant control over actual plume behavior. Because all 
of the detrending methods produce fields that like the mea- 
sured flowmeter values, have hydraulic conductivity increasing 
north of the injection well, west to east, and with elevation, it 
is reasonable to conclude that they capture at least the most 
obvious large-scale patterns of hydraulic conductivity variation. 
The question of whether transport model parameters other 
than hydraulic conductivity are assigned incorrectly is more 
difficult to answer because of the wide variety of potentially 
important differences between the actual groundwater system 
and the model system. The seasonal variability of the natural 
system is ignored in the transport model, but boundary condi- 
tions and recharge were chosen to reflect average conditions, 
and the transport time of 503 days is long enough to average 
some of the seasonal variability. Although the temporal vari- 
ability in heads may have a significant effect on dispersive 
transport, its effect on advective transport should not be large 
compared to the effect of large-scale hydraulic conductivity 
variability. The porosity and retardation coefficient are best 
estimate values from Adams and Gelhar [1992] and Harvey 
[1996] and should have spatial variability that is insignificant 
relative to hydraulic conductivity variability. Although these 
model parameters may not be assigned correctly, it would be 
difficult to conceive of reasonable changes to them that would 
allow the simulated bromide plumes to mimic the strong non- 
Gaussian behavior seen in the actual plume. 

The differences between simulated and actual plumes are 
therefore probably caused by hydraulic conductivity variations 
below the scale of flowmeter measurements (---10 • m) that 
exert significant control over observed plume behavior. Fine- 
scale layering (10-2-10 -• m thickness) is present in the aquifer 
sediments [Boggs et al., 1990; Eggleston and Rojstaczer, 1998] 
and evidence of fine-scale hydraulic conductivity variations 
controlling advective behavior is given by the transport simu- 
lation in the kriged field. The hydraulic conductivity field pro- 
duced by kriging includes more small-scale hydraulic conduc- 
tivity variation than the estimated trend fields, and the 
simulated plume traveling in the kriged field shows a hint of 
the observed non-Gaussian transport behavior. 

Without identifying the hydraulic conductivity patterns con- 
trolling advective transport it is not possible to make accurate 
predictions of transport. Our results suggest that at the Co- 
lumbus site, small-scale (<10 m) hydraulic conductivity struc- 
tures have significant control over bulk transport. Examination 
of the sediment facies may provide useful information for 
improving predictions of transport. In heterogeneous alluvial 
aquifers, prediction of non-Gaussian transport behavior, if it is 
predictable at all, will apparently require knowledge of fine- 
scale hydraulic conductivity structures. 
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